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#### Abstract

Statistics which can be expressed as linear combinations of order statistics, called L-estimates, are considered in this paper. Much of the current theory on this subject deals with the case of univariate and identical parent populations. The present paper considers the general theory in which the parent populations are multivariate which may or may not be identical. The results of the previous authors are then shown as merely special cases of the present investigation in which the dimension is reduced to $p=1$.


## Introduction

The observation that the sample mean is unduly influenced by extreme observations has prompted present-day Statisticians to develop a class of statistics called robust statistics. This new field of Statistics includes the $R, M$ and $L$ estimates. The $R$ estimates are estimates obtained by using the rank scores of the sample values. The $M$ estimates are estimates obtained by minimizing some functions of $X_{i}-\theta$ where $\theta$ is the unknown parameter. On the other hand, $L$ estimates are estimates of the form:

$$
\begin{equation*}
\hat{\theta}=\sum_{i=1}^{n} C_{i} X_{(i)} \tag{1}
\end{equation*}
$$

where $X_{(1)} \leq X_{(2)} \leq \ldots \leq X_{(n)}$ are the ordered sample values and the $C_{i}$ 's are weights.

Among the proposed competitors of the sample mean, the $L$ estimates are the easiest to implement computationally. The $R$ estimates may sometimes involved complicated mathematics and their efficiency, in general, is more difficult to assess. On the other hand, no closed forms of the $M$ estimates can be given in general. The determination of the $M$ estimates may, for example, involve the use of Newton-Raphson method.

[^0]Because of the simplicity and mathematical tractability of the $L$ estimates, much has been written on its asymptotic behavior in the univariate setting. Lloyd (1952) has derived an optimum $L$ estimate for a fixed sample size. The asymptotic analysis has been linked with asymptotic nonnality through several approaches by Chernoff, Gastwirth, and Johns (1967), Stigler (1969, 1972), Shorack (1969, 1972 ), Boos $(1977,1979)$ and others. The asymptotic normality is derived under various restrictions on the underlying distribution from which the sample is drawn and the weights - generating function of the linear combination of the order statistics. giving the $L$-estimate.

The standard asymptotic theory of $L$-estimates deals with sample values which are univariate and has a common distribution. A few papers have been written on the case of variable distribution such as those by Shorack (1973) and Stigler (1974).

In the present paper, we develop a general asymptotic theory of $L$-estimates in the multivariate setting wherein the parent populations may or may not be identical. All the results of the previous authors will then be seen as special cases of the present investigation when the dimension is reduced to $p=1$. Of particular interest in the case of the asymptotic distribution of the sample median which was derived by Mood (1941) and Lehmann (1984) and again by Padua (1986) under various setting.

Section 2 develops the asymptotic theory, Section 3 considers some applications and finally Section 4 gives some directions for future research.

## Multivariate Distribution

Let $X_{1}, \ldots X_{n}$ be $n$ independent $p$-dimensional random variables with $\operatorname{cdf} F_{1}, \ldots, F_{n}$, respectively. Let $X_{i j}$ denote the jth component of $X_{i}$ and $X_{(i j)} \leq$ $\ldots \leq X_{(n j)}$ denote the ordered values of $X_{1 j}, \ldots, X_{n j}$. Let $L=\left(L_{1 n}^{*}, \ldots, L_{p n}^{*}\right)^{\prime}$, where

$$
\begin{aligned}
L_{j n}^{*} & =\frac{1}{n} \sum_{1}^{n} C_{i} X_{(i j)} \\
C_{i} & =n \int_{\frac{t-1}{n}}^{i / n} J(u) d u,
\end{aligned}
$$

$J$ is a bounded integrable function on $[0,1]$. For $y=\left(y_{1}, \ldots, y_{p}\right)$, let

$$
H_{i j}(y)=\left\{\begin{array}{l}
0 \text { for } y_{1}<X_{1 j} \\
1 \text { for } y_{1} \geqslant X_{i j}
\end{array}\right.
$$

First we consider the i.i.d. case when $F_{1}=\ldots=F_{n}=F^{*}$, say. Let $F_{j}^{*}$ denote the $c d f$ of $X_{i j}$. We shall assume that
(2) . .

$$
\begin{aligned}
& \begin{aligned}
& \int_{-\infty}^{\infty}\left(F_{i}^{*}(x)\left(1-F_{i}^{*}(x)\right)\right) d x<\infty, j=1, \ldots, p \\
\text { Let } Z_{i}^{*}= & \left(Z_{i 1}^{*}, \ldots, Z_{i p}^{*}\right)^{\prime}, \mu^{*}=\left(\mu_{1}^{*}, \ldots, \mu_{p}^{*}\right), \\
& \text { and } \Sigma^{*}=\left(\sigma_{j k}^{*}\right), \text { where }
\end{aligned} \\
Z_{i j}^{*}= & \int_{-\infty}^{\infty}\left(H_{i j}(X)-F_{j}^{*}(x)\right) J\left(F_{j}^{*}(X)\right) d x \\
\mu_{j}^{*}= & \int_{-\infty}^{\infty} x J\left(F_{j}^{*}(x)\right) d F_{j}^{*}(x) \text { and } \\
{ }^{*}{ }_{j k}= & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} J\left(F_{j}^{*}(u)\right) J\left(F_{k}^{*}(v)\right)\left(\operatorname { m i n } \left(F_{j}^{*}(u),\right.\right.
\end{aligned}
$$

The proof given in Padua (1986) for the derivation of the asymptotic distribution of $L_{n}^{\prime \prime}$ in the univariate case goes through for each component of $L_{n}^{*}$. Thus we have the asymptotic representation of $\sqrt{n}\left(L_{n}^{*}-\mu^{*}\right)$ as

$$
\begin{equation*}
Z^{*}=\frac{-1}{\sqrt{n}} \sum_{1}^{n} Z_{i}^{*} \tag{3}
\end{equation*}
$$

From (3) and the multivariate central limit theorem we have
Theorem 1. Let $J$ be bounded and continuous a.e. $F^{*-1}$ on $[0,1]$. If (2) is satisfied and $\Sigma^{*}$ is positive definite then $\sqrt{n}\left(L_{n}^{*}-\mu^{*}\right) \xrightarrow{L} N\left(0, \Sigma^{*}\right)$ as $n \longrightarrow \infty$.

Theorem 2. Let $J$ be bounded and continuous a.e. $F^{*}-1$ on $[0,1], j=1$, $\ldots, p$, such that $J(u)=0$ for $0<u<\alpha$ and $\beta<u<1$. If the $\propto$ and $\beta$ quantiles of $F_{j}^{*}$ are uniquely defined for each $j$, and $\Sigma^{*}$ is positive definite then

$$
\sqrt{n}\left(L_{n}^{*}-\mu^{*}\right) \xrightarrow{L} N\left(0, \Sigma^{*}\right) \text { as } n \rightarrow \infty .
$$

Next we consider the non-i.i.d. case. Let $F_{i j}$ denote the $c d f$ of $x_{i j}$ and let

$$
\hat{F}_{j}^{*}(x)=\frac{1}{\mathrm{n}} \sum_{i=1}^{n} F_{i j}(x), j=1, \ldots, p
$$

We shall assume that $F_{j}^{*}(x)$ tends to a limiting distribution $F_{j}^{*}(x)$ for each $x$, as $n \longrightarrow \infty$.

Proposition 1*. There exists a positive number $N$, such that

$$
\sqrt{n} \quad \hat{F}_{j}^{\infty}(x)-\hat{F}_{j}^{*}(x) \mid d x \leq N, j=1, \ldots, p
$$

for sufficiently large $n$.
Proposition 11*. There exists a function $Q(0<Q(x) \leq 1)$ and positive numbers $a$ and $b(0<b<1)$, such that $Q^{b}(x)$ is integrable, and for sufficiently large $n, F_{n j}(x) \leq Q^{2}(x)$ for $x \leq-a$ and $1-F_{n j}(x) \leq Q^{2}(x)$ for $x \geq a, j=1, \ldots, p$.

Proposition 111*. As $n \longrightarrow \infty$

$$
\begin{aligned}
& \sqrt{n} \int_{-\infty}^{\infty}\left(F_{j}^{*}(x)-\hat{F}_{j}^{*}(x)\right) J\left(F_{j}^{*}(x)\right) d x \rightarrow c_{j}, \\
& j=1, \ldots, p
\end{aligned}
$$

where the $\mathrm{c}_{j}$ are constants, such that $-\infty<c_{j}<\infty$.

$$
\text { Let } \begin{aligned}
& \tilde{Z}_{i}=\left(\tilde{Z}_{i 1}, \ldots, \tilde{Z}_{i p}\right)^{\prime} \text { and } \\
& \tilde{\Sigma}_{1}=\left(\widetilde{\sigma}_{i j k}\right), \text { given by } \\
& \tilde{Z}_{i j}= \int_{-\infty}^{\infty}\left(H_{i j}(x)-F_{i j}(x)\right) J\left(F_{j}^{*}(x)\right) d x \\
& \sigma_{i j k}^{2}= \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} J\left(F_{j}^{*}(u)\right) J\left(F_{k}^{*}(v)\right)\left(\operatorname { m i n } \left(F_{i j}(u), F_{i k}(v)-\right.\right. \\
&\left.F_{i j}(u) F_{i k}(v)\right) d u d v .
\end{aligned}
$$

The proof given in Padua (1986) for the derivation of the asymptotic distribution of $L_{n}^{\prime \prime}$ in the case of variable distributions, goes through for each component of $L_{n}^{\prime \prime}$. Thus we have the asymptotic representation of $\sqrt{n}\left(L_{n}^{*}, \mu^{*}\right)$ as
(4) . .

$$
-\frac{1}{\sqrt{n}} \sum_{1}^{n} \tilde{Z}_{1}+\tilde{c}
$$

where $\quad \tilde{c}=\left(\tilde{c}_{1}, \ldots, \tilde{c}_{p}\right)^{\prime}$. We let

$$
\begin{equation*}
\frac{1}{\mathrm{n}} \sum_{1}^{n}\left(\tilde{\Sigma}_{i}\right) \longrightarrow \widetilde{\Sigma}, \text { as } n \rightarrow \infty \tag{5}
\end{equation*}
$$

where $\widetilde{\Sigma}$ is a positive definite matrix. It is easy to see that Rao's condition (see Rao (1973), p. 147) for the application of the multivariate central limit theorem to the sum (4) is satisfied. Thus we have

Theorem 3. Let $J$ be bounded and continuous a.e. $F_{j}^{*-1}$ on $[0,1]$ and $\hat{F}_{j}^{*}(x) \longrightarrow F_{j}^{*}(x)$ for each $x$, as $n \longrightarrow \infty, j=1, \ldots, p$. If Propositions $1^{*}, 1^{*}$ and 111* are satisfied and (5) holds then $\sqrt{n}^{\boldsymbol{\pi}}\left(L_{n}^{*}-\mu^{*}\right) \xrightarrow{L} N(\widetilde{c}, \widetilde{\Sigma})$, as $n \longrightarrow \infty$. The analogue of Theorem 2.5 in Padua (1986) for the multivariate distribution is given as follows. We omit the proof.

Theorem 4. Let $J$ be bounded and continuous a.e. $F_{j}^{-1}$ on $[0,1], j=1$, $\ldots, p$, such that $J(u)=0$ for $0<u<\alpha$ and $\beta<u<\dot{1}$. If $\hat{\mathrm{F}}_{j}^{*}(x) \rightarrow F_{j}^{*}(x)$ for each $x$, the $\propto$ and $\beta$ quantiles of $F_{j}^{*}$ are uniquely defined, $j=1, \ldots, p$, Propositions 1* and 111* are satisfied and (5) holds, then $\sqrt{n}\left(L_{n}^{*}-\mu^{*}\right) \xrightarrow{L} N$ $(\widetilde{c}, \widetilde{\Sigma})$, as $n \longrightarrow \infty$.

Component-wise Sample Median: The sample median is a special case of a univariate $L$-estimate, and is treated separately from the general case (see, for example, Lehmann (1983), Theorem 5.3.2) in the literature, for simplicity. We consider similarly the component-wise sample median which is a special case of a multivariate $L$-estimate. For simplicity we assume that $n$ is an odd integer. Let $\tilde{x}=\left(\widetilde{x}_{1}, \ldots, \widetilde{x}_{p}\right)^{\prime}$, where $\tilde{x}_{j}$ denotes the median value of $x_{1 j}, \ldots, x_{n j}, j=1$, $\ldots, p$. Let $F_{i j}$ and $f_{i j}$ denote the $c d f$ and $p d f$, respectively, of $x_{i j}$ and for $b=$ $\left(b_{1}, \ldots, b_{p}\right)$ let $f_{i}(b)=\left(f_{i 1}\left(b_{i}\right), \ldots, f_{i p}\left(b_{p}\right)\right)^{\prime}, F_{1}(b)=\left(F_{i 1}\left(b_{i}\right), \ldots\right.$, $\left.F_{1 p}\left(b_{p}\right)\right)^{\prime}$ and $F_{i j k}\left(b_{j}, b_{k}\right)=P\left\{x_{i j} \leq b_{j}, x_{i k} \leq b_{k}\right\}$.

$$
\text { Let } \begin{aligned}
& \Omega_{i}(b)=\left(v_{i j k}\right), \text { given by } V_{i j k}=F_{l j}\left(b_{j}\right)\left(1-F_{i j}\left(b_{j}\right)\right) \\
&=F_{i j k}\left(b_{j}, b_{k}\right)-F_{l j}\left(b_{j}\right) F_{i k}\left(b_{k}\right) . \\
& \text { Let } \quad W_{i}=\left(W_{i 1}, \ldots, W_{i p}\right)^{\prime} \text { and } S_{n}=\sum_{1}^{n} W_{i}, \text { where } \\
& W_{i j} \begin{cases}1 & \text { if } \mathrm{x}_{\mathrm{ij}}>b_{j} / \sqrt{n} \\
0 \text { otherwise }, j=1, \ldots, p .\end{cases}
\end{aligned}
$$

We have $E\left(W_{i j}\right)=1-F_{i j}\left(b_{j} / \sqrt{n}\right)$ and $\operatorname{cov}\left(W_{i}\right)=\Omega(b / \sqrt{n})$.

Clearly
(6) $\ldots \quad \sqrt{n} \bar{X} \leq b \Leftrightarrow S_{n} \leq \frac{n-1}{2} \underset{\sim}{e}$
where $_{\sim}^{e}=(1, \ldots, 1)^{\prime}$ and $\leq$ means component-wise inequality,

$$
\begin{aligned}
E\left(n \underset{\sim}{e}-S_{n}\right) & =\sum_{1}^{n} F_{i}(b / \sqrt{n}) \\
& =\sum_{1}^{n} F_{l}(0)+\frac{1}{\sqrt{n}}\left(b^{*} f_{i}(0)\right)+0(\sqrt{n})
\end{aligned}
$$

where $a^{*} B=\left(a_{1} b_{1}, \ldots, a_{p} b_{p}\right)^{\prime}, \underset{\sim}{0}$ denotes a $p$-component null vector and

$$
\begin{aligned}
\operatorname{cov}\left(S_{n}\right) & =\sum_{1}^{n} \Omega_{i}(b / \sqrt{n} \\
& =\sum_{1}^{n} \Omega_{l}(\underset{\sim}{0})+0(n)
\end{aligned}
$$

It is assumed that the $x_{i j}$ have a continuous density at the origin. We make the following additional assumptions: As $n \longrightarrow \infty$

Assumption 1. $\frac{1}{\mathrm{n}} \sum_{1}^{n} f_{i}(\underset{\sim}{0}) \longrightarrow f$
where $f$ is a bound length vector with positive components.
Assumption 2. $\frac{1}{n} \sum_{1}^{n} \Omega_{i}(\underset{\sim}{0}) \longrightarrow \Omega$
where $\Omega$ is a non-null matrix, and
Assumption 3. $\left.\frac{1}{\mathrm{n}}\left(\sum_{1}^{n}\right) F_{i}(\underset{\sim}{0})-\frac{\mathrm{n}}{2} \underset{\sim}{e}\right) \rightarrow(\underset{\sim}{0})$.

By the multivariate central limit Theorem (see Rao (1973), p. 147)
$(7) \ldots \quad \frac{S_{n}-E S_{n}}{\sqrt{n}} \xrightarrow{L} N(0, \Omega)$
under Assumption 2. If Assumptions 1 and 3 are satisfied then from (2.25) we have for large $n$
(8)

$$
\begin{aligned}
& P(\sqrt{n} \bar{X} \leq b)=P\left(S_{n} \leq \frac{n-1}{2} e\right) \\
& =P \frac{S_{n}-E S_{n}}{\sqrt{n}} \leq-\frac{n+1}{2 \sqrt{n}} \underset{\sim}{\theta}+\frac{1}{\sqrt{n}} \sum_{1}^{n} F_{i}(0)+ \\
& \quad \frac{1}{n} \sum_{1}^{n} b=f_{i}(\underset{\sim}{0}) \\
& =P \frac{S_{n}-E S_{n}}{\sqrt{n}} \leq b=f .
\end{aligned}
$$

Combining (7) and (8), we get
Theorem 5. If the $x_{i j}$ have a continuous density at the origin and Assumptions 1,2 and 3 are satisfied, then

$$
\sqrt{n} \bar{X}^{*}=f \xrightarrow{L} N(0, \Omega), \text { as } n \longrightarrow \infty .
$$

We can rephrase Assumptions 1,2 and 3 with reference to an arbitrary vector $d$ in place of the null vector 0 , and rephrase the given theorem accordingly, in an obvious manner.

L-estimate of regression coefficients. The study of robust estimation is particularly important for the general regression problem. In this regard Huber (1973) has noted that "just a single grossly outlying observation may spoil the least squares estimate, and moreover, outliers are much harder to spot in the regression than in the simple location case." Various types of robust estimates of the regression coefficients of a linear model have been considered in the literature. $M$-estimates of the regression coefficients have been considered by Anscombe (1967), Huber (1973) and Bickel (1975), among others. $R$-estimates of the regression coefficients have been considered by Adichie (1967), Jureckova (1971) and Maritz (1979). Some other types of robust estimates for the simple linear regression model have been proposed by Mood (1950), Theil (1950), Sen (1968) and Forsythe (1972). A type of $M$-estimate for the regression coefficients has been proposed by Koenker and Bassett (1978).

Consider the linear model

$$
\begin{equation*}
Y=X \theta+\epsilon \tag{9}
\end{equation*}
$$

where $Y$ is an $n$-dimensional vector of response variables, $X$ is an $n x p$ matrix non-stochastic variables, $\theta$ is a $p$-dimensional vector of the regression coefficients and $\epsilon$ is an $n$-dimensional vector of errors. The components of $\epsilon$ are i.i.d. random
variables. We partition $X$ into $m$ submatrices, according to the rows of $X$. Let $X_{i}$ denote the ith submatrix and let $Y_{i}$ and $\epsilon_{i}$ denote the associated subvector of $Y$ and $\epsilon$, respectively. We assume that each $X_{i}$ is of rank $p$. Let

$$
\begin{aligned}
\widetilde{\theta}_{i} & =\left(X_{i}^{\prime} X_{i}\right)^{-1} X_{i} Y_{i} \\
& =\left(X_{i}^{\prime} X_{i}\right)^{-1} X_{j}^{\prime} \epsilon_{i}+\theta
\end{aligned}
$$

denote the least squares estimate of $\theta$, as obtained from the ith partition of $(Y, X)$. Let $\widetilde{\theta}_{i j}$ denote the jth component of $\widetilde{\theta}_{i}$ and let $\widetilde{\theta}_{(1 j)} \leq \ldots \leq \widetilde{\theta}_{(\mathrm{mj})}$ denote the ordered values of $\hat{\theta}_{i j}, \ldots, \widetilde{\theta}_{m j}$. For a robust estimate of $\theta$, consider a multivariate $L$-estimate $\hat{\theta}$ whose jth component is given by

$$
\begin{equation*}
\hat{\theta}_{j}=c_{1} \widetilde{\theta}_{(1 j)}+\ldots+c_{k} \widetilde{\theta}_{(m j)} \tag{10}
\end{equation*}
$$

where $c_{1}$ are suitable constants. Simple estimates such as those for which $\hat{\theta}_{j}$ is a trimmed mean or a median value of $\widetilde{\theta}_{i j}, \ldots, \widetilde{\theta}_{m j}$ are particularly interesting. We considered the latter estimate for which

$$
\begin{equation*}
\hat{\theta}_{j}=\operatorname{median}\left(\widetilde{\theta}_{1 j}, \ldots, \widetilde{\theta}_{m i}\right) . \tag{11}
\end{equation*}
$$

In many practical situations it is reasonable to assume that the components of $\epsilon$ in (9) are symmetrically distributed about the origin. We shall make this assumption here. Therefore, the $\widetilde{\theta}_{i j}$ are symmetrically distributed about the origin, $j=1$, $\ldots, p$ and $i=1, \ldots, m$. Denoting by $F_{i j}$ and $f_{i j}$ the $c d f$ and density function of $\ddot{\tilde{\theta}}_{i j}$, we get $F_{i j}(0)=\frac{1}{2}$. It can be generally assumed that the matrix $X$ and the error distribution are such that the assumptions of Theorem 4 are satisfied. It follows that

$$
\sqrt{m}(\hat{\theta}-\theta)^{*} f \xrightarrow{L} N(0, \Omega) \text { as } m \longrightarrow \infty \text {, where }
$$

$\Omega$ is a positive definite matrix whose diagonal elements are tach equal to $\frac{1}{4}$.
We need to find the values of $f$ and $\Omega$. Suppose that the rows of $X$ are independently distributed according to a given distribution. Then given the common distribution of the components of $\epsilon$, we can empirically determine the values of $f$ and $\Omega$ by the Monte Carlo method, for example. To compare $\hat{\theta}$ with the least squares estimates we compare the covariances of the asymptotic distribution of

$$
\hat{\theta} \text { and } \widetilde{\theta}=\frac{1}{m} \sum_{1}^{n} \widetilde{\theta}_{i},
$$

where $\widetilde{\theta}_{i}$ is the least squares estimate of $\theta$, associated with the $i$ ith partition of $X$. In this regard we note that $\widetilde{\theta}_{j}$ is distributed with mean $\theta$ and covariance

$$
\sigma^{2}\left(X_{j}^{\prime} X_{j}\right)^{-1}
$$

where $\sigma^{2}$ denotes the common variance of the component of $\epsilon$. If the rows of $X$ are generated from the normal distribution $N(\underset{\sim}{0}, V)$, then $\left(X_{i}^{\prime} X_{j}\right)^{-1}$ is distributed according to the inverted Wishart distribution. Therefore, for large $m$

$$
\begin{aligned}
& \frac{1}{\mathrm{~m}} \sum_{1}^{m}\left(X_{i i}^{\prime} X_{i}\right)^{-1} \xrightarrow{p} \frac{1}{\mathrm{~m}} \sum_{1}^{m} E\left(X_{i}^{\prime} X_{i}\right)^{-1} \\
& =-\frac{1}{\mathrm{~m}}\left(\sum_{1}^{m} \frac{1}{k_{i}-p-1}\right) V^{-1}
\end{aligned}
$$

where $k_{i}$ denotes the number of rows in the ith partition of $X$. It is assumed that $k_{i} \geq p+2$ for each $i$. If all the $k_{i}$ are nearly equal to $k$, say, then by the multivariate central limit theorem

$$
\sqrt{m}\left(\widetilde{\theta}-\theta \xrightarrow{L} N\left(\underset{\sim}{0}, \frac{\sigma^{2}}{k-p-1} V^{-1}\right)\right.
$$

as $m \longrightarrow \infty$.

## Future Research

Although the theory presented here is comprehensive, there are still some avenues, for future research in $L$-estimation. Some of the more important ones are as follows:

1. Establish bounds for the error in normal approximation. Such bounds may be of the Berry-Esseen type which gives the maximum error that one may incur using the normal approximation.
2. Develop software packages which will incorporate $L$ estimates of location parameters and regression coefficients.
3. In the application to robust regression, a theoretical research on the optimal block sizes is needed. Moreover, a theoretical research is also needed to see the effect of multicollinearity on the proposed regression estimates.

These are but a few of the research directions which may interest an applied statistician or a mathematical statistician.
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